Influence of the phase function on determination of the optical properties of biological tissue by spatially resolved reflectance
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Spatially resolved reflectance measurements are widely used for determination of the optical properties of biological media. However, the influence of the phase function on these measurements has not been quantified. We show that errors in the derived reduced scattering and absorption coefficients are as great as 100% for both absolute and relative spatially resolved reflectance measurements if a standard solution of the diffusion equation is used in the analysis. In addition, we investigated nonlinear regressions, using Monte Carlo simulations and an additional fitting parameter that characterizes the phase function, and found that the errors in the obtained optical coefficients were >20%.

Knowledge of the optical properties of biological tissue is a prerequisite for many diagnostic and therapeutic applications of light in medicine. A standard method for determination of the optical properties is the measurement of the relative1–3 and absolute4–7 spatially resolved reflectance from tissue, $R(p)$. In this technique a narrow beam of light is directed onto the tissue, and diffusely reflected light is collected at several distances $p$ from the entry point on the surface. Usually a solution of the diffusion equation $R_{\text{Diff}}(p)$ is used to derive the reduced scattering ($\mu_s'$) and the absorption ($\mu_a$) coefficients. The diffusion equation is an approximation of the transport equation for description of the propagation of light in tissue and does not account for the specific form of the scattering function [phase function $p(\theta)$, where $\theta$ is the scattering angle]. It has been shown that $R_{\text{Diff}}(p)$ is close to $R(p)$ obtained from the transport equation or equivalently with Monte Carlo simulations, $R_{\text{MC}}(p)$, if the often used Heney–Greenstein phase function is applied in the simulations.\(^8\) However, for other phase functions and for $p < 10/\mu_s'$ the differences between $R_{\text{Diff}}(p)$ and $R_{\text{MC}}(p)$ may be substantial.\(^9\)–\(^11\) Recently, Bevilaqua and Depeursinge introduced a parameter $\gamma = (1 - g_2)/(1 - g_1)$ that depends on the first and second (Legendre) moments of $p(\theta)$, $g_1$ and $g_2$, and showed that $R(p)$ can be approximately described by $\mu_s'$, $\mu_a$, and $\gamma$.\(^11\)

In this study we applied Monte Carlo simulations to calculate the spatially resolved reflectance by using different phase functions. These reflectance curves served as experimental data; first, we fitted them with $R_{\text{Diff}}(p)$, using $\mu_s'$ and $\mu_a$ as fitting parameters. Second, we applied Monte Carlo simulations to fit the experimental data, using, besides $\mu_s'$ and $\mu_a$, an additional fitting parameter that characterizes the phase function.

Eight different phase functions were employed in the calculation of the experimental reflectance curves, three of which were goniometrically measured on tissue samples. Fried et al.\(^12\) and Jacques et al.\(^13\) found that $p(\theta)$ of dental enamel and dermis, respectively, can be described by a combination of the Heney–Greenstein function, $p_{\text{HG}}(\theta, g_{\text{HG}})$, and an anisotropic contribution

$$p_{\text{Fried, Jacq}}(\theta) = \alpha p_{\text{HG}}(\theta, g_{\text{HG}}) + (1 - \alpha)/(4\pi),$$

where $p_{\text{HG}}(\theta, g_{\text{HG}}) = (1 - g_{\text{HG}}^2)/(1 + g_{\text{HG}}^2 - 2g_{\text{HG}}\cos(\theta)/4\pi)$. $\alpha = 0.65$ and $g_{\text{HG}} = 0.96$ were obtained by Fried et al.\(^12\); $\alpha = 0.9$ and $g_{\text{HG}} = 0.91$, by Jacques et al.\(^13\). Van der Zee et al. measured $p(\theta)$ of white matter of a neonate brain.\(^14\) We approximated their experimental data by using a double Heney–Greenstein function:

$$p_{\text{Zee}}(\theta) = \beta p_{\text{HG}}(\theta, g_{\text{HG}_1}) + (1 - \beta)p_{\text{HG}}(\theta, g_{\text{HG}_2})$$

and found that $\beta = 0.995$, $g_{\text{HG}_1} = 0.992$, and $g_{\text{HG}_2} = -0.93$. We also investigated the phase functions of two widely used phantom media, namely, polystyrene spheres surrounded by water [$p_{\text{Poly}}(\theta)$, with a diameter of 806 nm] and Intralipid ($p_{\text{Intr}}$). These phase functions were calculated by Mie theory. In the case of Intralipid the size distribution of the scattering particles was taken into account.\(^15\) In addition, a pure Heney–Greenstein function, $p_{\text{HG}}(\theta)$, with $g_{\text{HG}} = 0.8$, and a pure isotropic phase function [$p_{\text{Iso}}(\theta)$, $\alpha = 0$ in Eq. (1)] were applied. Finally, we used the phase function of Rayleigh scatterers for unpolarized incident light: $p_{\text{Ray}}(\theta) = 3[1 + \cos^2(\theta)]/(16\pi)$. The spatially resolved reflectance for these eight phase functions and typical optical parameters of biological tissue, $\mu_s' = 1\ \text{mm}^{-1}$, $\mu_a = 0.01\ \text{mm}^{-1}$, and $n = 1.4$, were calculated by the Monte Carlo method (experimental data). In Fig. 1 four of the $R(\rho)$ curves are depicted. Similarly to those reported in Ref. 11, these reflectance curves have considerable differences. The remaining four $R(\rho)$ curves (not shown in Fig. 1) for the most part lie between $R_{\text{Ray}}(\rho)$ and $R_{\text{HG}}(\rho)$. We note that all $R(\rho)$ curves have similar reflectance values at $\rho = 0.7$ mm.

To investigate how these differences in the reflectance curves influence the determination of the optical coefficients, we used a Levenberg–Marquardt
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nonlinear regression routine to fit these reflectance curves (minimizing \( \chi^2 \)) with a standard solution of the diffusion theory \( R_{\text{Diff}} \) (the EBC solution in Ref. 8). The weights employed in the nonlinear regression were obtained from the standard deviation, \( \sigma_{\text{MC}}(p) \), of five simulations with 500,000 photons for each simulation. The start and end distances \((\rho_s, \rho_e)\) of the fitting range were varied. Figures 2(a) and 2(b) show the relative errors in the derived absorption coefficient \( [\mu_l,_{\text{fitted}} - 0.01 \text{ mm}^{-1}]/0.01 \text{ mm}^{-1} \) when \( R_{\text{MC}}(\rho) \) is fitted, assuming absolute and relative measurements, respectively. For absolute reflectance measurements the errors are \( \sim 90\% \) and are weakly dependent on the distance range, whereas for relative reflectance data the errors depend strongly on the distance range. The average errors in the optical properties found for the other reflectance curves are summarized in Table 1. For absolute reflectance measurements the average errors \((\mu_s_{ab}, \mu_s_{abs})\) obtained from the nonlinear regressions for start distances \( 1 < \rho_s < 4 \text{ mm} \) and end distances \( 8 < \rho_s < 18 \text{ mm} \) are shown. For relative measurements the errors \((\mu_s_{\text{rel}}, \mu_s_{\text{rel}})\) for two different ranges of end distance \((8 < \rho_s < 13 \text{ mm} \) and \( 13 < \rho_s < 18 \text{ mm} \), with \( 1 < \rho_s < 4 \text{ mm} \) for both) were considered, because of the strong dependence of these errors on \( \rho_e \). As is expected from Fig. 1, for some of the investigated phase functions large errors in the derived values \( \mu_s \) and \( \mu_s' \) were found. We note that, for reflectance curves calculated with other optical parameters, errors similar to those shown in Table 1 were determined.

To investigate whether the errors in the derived optical coefficients listed in Table 1 are considerably smaller than if the form of the phase function were also considered in the nonlinear regression, we used Monte Carlo simulations to fit the eight experimental reflectance curves. The phase function applied for the simulations in the fitting routine was a combination of a Henyey–Greenstein function \( (g_{HG} = 0.8) \) and a Rayleigh scattering function for linearly polarized incident light whose polarization direction is parallel to the scattering plane:

\[
p(\theta) = \delta p_{HG}(\theta, g_{HG}) + (1 - \delta)3 \cos^2(\theta)/(4\pi). \tag{3}
\]

Table 1. Average Absolute Values of Relative Errors in Optical Coefficients Found by Fitting of \( R_{\text{Diff}}(\rho) \) to \( R_{\text{MC}}(\rho) \) Calculated with Various \( p(\theta) \)

<table>
<thead>
<tr>
<th>Error ( a )</th>
<th>( \mu_{a,\text{abs}} )</th>
<th>( \mu_{s,\text{abs}} )</th>
<th>( \mu_{a,\text{rel}} )</th>
<th>( \mu_{s,\text{rel}} )</th>
<th>( \mu_{a,\text{rel}}' )</th>
<th>( \mu_{s,\text{rel}}' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st(%)</td>
<td>20</td>
<td>7</td>
<td>17</td>
<td>5</td>
<td>9</td>
<td>3</td>
</tr>
<tr>
<td>2nd(%)</td>
<td>49</td>
<td>19</td>
<td>10</td>
<td>8</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>3rd(%)</td>
<td>31</td>
<td>12</td>
<td>13</td>
<td>5</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>4th(%)</td>
<td>54</td>
<td>21</td>
<td>8</td>
<td>7</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>5th(%)</td>
<td>3</td>
<td>6</td>
<td>29</td>
<td>16</td>
<td>17</td>
<td>12</td>
</tr>
<tr>
<td>6th(%)</td>
<td>91</td>
<td>32</td>
<td>29</td>
<td>45</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>7th(%)</td>
<td>71</td>
<td>26</td>
<td>11</td>
<td>15</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td>8th(%)</td>
<td>11</td>
<td>3</td>
<td>23</td>
<td>9</td>
<td>12</td>
<td>5</td>
</tr>
</tbody>
</table>

\( a \)The value of \( \rho_e \) for all listed coefficients is 1–4 mm.
\( b \)\( \rho_s \) values are 8–18 mm.
\( c \)\( \rho_s \) values are 8–13 mm.
\( d \)\( \rho_s \) values are 13–18 mm.
Polarized light is used to cover a larger range of γ values than is possible with unpolarized light. The fitting parameters were μa, μa′, and δ, assuming absolute reflectance measurements. The start and end distances of the fitting range were ρs = 1 mm and ρe = 20 mm. For the nonlinear regressions four Monte Carlo simulations were run for each iteration, one for the calculation of R(ρ) with the actual optical parameters and one for the calculation of the derivatives of each fitting parameter. We applied 2.5 million photons (5 times 500,000 photons) for each simulation. We used the standard deviation of the five partial simulations (each run with 500,000 photons), σMCg(ρ), to calculate the weights employed in the nonlinear regressions with w(ρ) = 1/[σMCg2(ρ) + σMCfu2(ρ)]1/2. For each experimental R(ρ) curve we performed several nonlinear regressions that had different starting values of the fitting parameters. The average values and the standard deviations of the optical parameters derived by these fits are listed in Table 2. The table also shows the γ values calculated from the fitted δ and Eq. (3) (γth) and those determined directly from the theoretical phase functions (γth). The derived errors of μa and μa′ are ±20%, and γ could usually be determined with errors of ±10%. The results for pPoly(θ) have to be cautiously regarded, because the phase function used in the Monte Carlo simulations of the fitting routine [Eq. (3)] is restricted to δ values that are ±1. Thus the largest γ that can be obtained from the nonlinear regression is 1.8, which is considerably smaller than the γth = 2.19 derived directly from pPoly(θ).

In summary, we have shown that an analysis of spatially resolved reflectance measurements obtained by use of a solution of the diffusion equation may result in prohibitively large errors in the derived optical coefficients, whereas the errors obtained from fitting Monte Carlo simulations are considerably smaller (compared with the corresponding errors obtained by fitting of the diffusion solution to absolute measurements). In addition, the supplement fitting parameter (δ or γ) can provide further information about the tissue under investigation.

The disadvantage of this inverse Monte Carlo approach is the large computation time required for the nonlinear regressions. One possibility for shortening the time drastically is the use of a neural network that was trained with Monte Carlo simulations. It has to be determined whether this method, which has been described for fitting μa and μa′,4,17 can be successfully applied for determining μa, μa′, and γ.

If the phase function of the tissue under investigation is known, however, a single Monte Carlo simulation can be applied for fast and accurate determination of optical properties by use of scaling principles.18
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